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Abstract. We consider ecological difference equations of the form $x_{i+1}^t = x_i^t A_i(x_t)$, where $x_i^t$ is a vector of densities corresponding to the subpopulations of species $i$ (e.g., subpopulations of different ages or living in different patches), $x_t = (x_1^t, x_2^t, \ldots, x_m^t)$ is the state of the entire community, and $A_i(x_t)$ are matrices determining the update rule for species $i$. These equations are permanent if they are dissipative and the extinction set $\{x : \prod_i \|x_i\| = 0\}$ is repelling. If permanence persists under perturbations of the matrices $A_i(x)$, the equations are robustly permanent. We provide sufficient and necessary conditions for robust permanence in terms of Lyapunov exponents for invariant measures supported by the extinction set. Applications to ecological and epidemiological models are given.

Key words. robust permanence, persistence, difference equation, population dynamics

AMS subject classifications. 92D40, 92D25, 37N25, 37H10, 37A05

DOI. 10.1137/16M1066440

1. Introduction. A fundamental question in ecology is to understand under what minimal conditions a community of species persists in the long run. Historically, theoretical ecologists characterize persistence by the existence of an asymptotic equilibrium in which the proportion of each population is strictly positive [19, 22]. More recently, coexistence was equated with the existence of an attractor bounded away from extinction [7], a definition that ensures populations will persist despite small, random environmental perturbations [29, 30]. However, “environmental perturbations are often vigorous shake-ups, rather than gentle stirrings” [16]. To account for large, but rare, perturbations, the concept of permanence, or uniform persistence, was introduced in late 1970s [5, 31]. Uniform persistence requires that asymptotically species densities remain uniformly bounded away from extinction. In addition, permanence requires that the system is dissipative, i.e., asymptotically species densities remain uniformly bounded from above. We shall from now on assume that the latter is the case.

Various mathematical approaches exist for verifying permanence [15, 32], including topological characterizations with respect to chain recurrence [4, 13], average Lyapunov functions [9, 14, 6], and measure theoretic approaches [28, 11]. The latter two approaches involve the long-term per-capita growth rates of species when rare. For continuous-time, unstructured models of the form

$$\frac{dx^i}{dt} = f_i(x)x^i, \ i = 1, \ldots, m,$$
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where \( x = (x^1, \ldots, x^m) \) is the vector of population densities, the long-term growth rate of species \( i \) with initial population state \( x \) equals

\[
r_i(x) = \limsup_{t \to \infty} \frac{1}{t} \int_0^t f_i(x_s) ds,
\]

where \( x_s \) denotes the solution of \( (1) \) with initial condition \( x_0 = x \). Hofbauer \[9\] provided, under appropriate assumptions, the following sufficient condition for the system to be permanent.

\textbf{Condition C}. There exist positive weights \( p_1, \ldots, p_m \) associated with each species such that

\[
\sum_i p_i r_i(x) > 0 \text{ for any initial condition } x \text{ with one or more missing species (i.e., } \prod_i x^i = 0 \).
\]

Intuitively, the community persists if a weighted average of the species per-capita growth rates is positive whenever one or more species are rare.

Any sensible definition that characterizes the long-term behavior of a population dynamics should be robust under small perturbation of the governing equations. This concept is practical from a modeling standpoint as most population dynamics models ignore weak interactions between populations. For instance, the modeler assumes that \( f_i \) is independent of \( x_j \) where \( j \neq i \) when in fact there is a weak dependence on \( x_j \). Hence it is desirable to know whether “nearby” models that include these interactions as well as the original model are permanent. To address this need, the model \( (1) \) is called \textit{robustly permanent} if it is permanent under small perturbations of the maps \( f_i \) \[12, 15, 28, 8, 33, 35, 25\]. Schreiber \[28\] and Garay and Hofbauer \[6\] consider the average long-term growth rates of species \( i \)

\[
r_i(\mu) = \int r_i(x) d\mu
\]

with respect to an ergodic measure \( \mu \), and provide the following sufficient condition for the system \( (1) \) to be robustly permanent.

\textbf{Condition C’}. There exist positive weights \( p_1, \ldots, p_n \) associated with each species such that \( \sum_i p_i r_i(\mu) > 0 \) for any ergodic measure \( \mu \) supported by the boundary of the nonnegative cone \( \mathbb{R}_n^+ \).

In fact, conditions C and C’ are equivalent. Moreover, it is sufficient to check C’ for each component of a Morse decomposition on the boundary (see section 3.2). While Garay and Hofbauer \[6\] extended these results to discrete-time, unstructured models of the form \( x^i_{t+1} = f_i(x_t) x^i_t \), their results are restricted to homeomorphisms, which excludes many classical models from population biology (e.g., see section 5).

As populations often exhibit structure (e.g., individuals living in different spatial locations, individuals being of different ages or in different stages of development), Hofbauer and Schreiber \[11\] obtained robust permanence results for systems of the form

\[
\frac{dx^i}{dt} = x^i A_i(x), \ i = 1, \ldots, m,
\]

where \( x^i = (x^{i1}, x^{i2}, \ldots, x^{im_i}) \in \mathbb{R}^{n_i} \) is the row vector of populations abundances of individuals in different states for population \( i \), \( x = (x^1, \ldots, x^m) \), \( A_i(x) \) are quasi-positive matrices, and \( n_1 + \cdots + n_m = n \). For these models, the average long-term growth rates with respect to an ergodic measure \( \mu \) are given by

\[
r_i(\mu) = \int \langle u_i(x) A_i(x), u_i(x) \rangle \mu(dx),
\]
where $\langle \cdot, \cdot \rangle$ represents the inner product and where, because of a result of Ruelle [23], $u_t(\cdot)$ spans a family of one-dimensional vector space that is invariant under the family of linear transformations represented by the fundamental solution matrix for $\frac{dy}{dt} = yA(x)$ with $x_0 = x$. With this notion of the long-term growth rate, the necessary condition $C'$ for robust permanence extends to these structured models.

In this paper, we extend conditions (C) and (C') to the discrete-time analogue of (2) of the form

$$x^i_{t+1} = x^i_t A_i(x^i_t), \quad i = 1, \ldots, m,$$

where $x^i \in \mathbb{R}^n_i$ is the row vector of populations abundances of individuals in different states for population $i$ at time $t \in \mathbb{N}$, and $x_t = (x^1_t, \ldots, x^m_t)$. Then the long-term growth rate $r_i(x)$ of species $i$ corresponds to the dominant Lyapunov exponent associated with the matrix products along the population trajectory:

$$r_i(x) = \limsup_{t \to \infty} \frac{1}{t} \ln \| A_i(x_0) \cdots A_i(x_{t-1}) \|, \quad x_0 = x,$$

and the average long-term growth rate with respect to an ergodic measure $\mu$ is

$$r_i(\mu) = \int r_i(x) \, d\mu.$$

This extension to discrete time is nontrivial as the semiflow generated by a discrete dynamical system is not necessarily a homeomorphism, a key ingredient used in the proofs for the continuous-time cases.

In a system where one subpopulation vector, say, $x^1$, satisfies (3), condition (C) implies that subpopulation $x^1$ persists uniformly [26] and robustly [25].

Our main result implies that the “community increases when rare” criterion for robust permanence also applies for the system (3). More precisely, we show that conditions (C) and (C') are equivalent and imply robust permanence of the system (3). This result extends (in the case when $n_i = 1$ for all $i = 1, \ldots, m$) the results in [6] from homeomorphisms to noninvertible maps and the result in [11] from continuous-time models to discrete-time models. Our model, assumptions, and definitions of permanence and robust permanence are presented in section 2. Long-term growth rates for these models and our main theorem are stated in section 3. A refinement of our result involving Morse decompositions of boundary dynamics is also presented in section 3. Proofs of most results are presented in section 4. We apply our results to a series of models from population biology in section 5. We obtain, for the first time, robust permanence results for the discrete-time Lotka–Volterra equations introduced by Hofbauer, Hutson, and Jansen [10]. For spatially structured versions of the competitive Lotka–Volterra models, we provide, using a perturbation result, a simple condition for robust permanence. Notably, our condition holds despite the dynamics of each competitor potentially being chaotic. Finally, we obtain a robust permanence condition for a classical epidemiological SIR model.

2. Model and assumptions. We study the dynamics of $m$ interacting populations in a constant environment. Each individual in population $i$ can be in one of $n_i$ individual states such as their age, size, or location. Let $x^i_t = (x^{i1}_t, \ldots, x^{in_i}_t)$ denote the row vector of populations abundances of individuals in different states for population $i$ at time $t \in \mathbb{N}$. $x^i_t$ lies in the nonnegative cone $\mathbb{R}^n_{+i}$. The population state is the row vector $x_t = (x^1_t, \ldots, x^m_t)$ that lies in the nonnegative cone $\mathbb{R}^n_{+}$, where $n = \sum_{i=1}^m n_i$. 
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To define the population dynamics, we consider projection matrices for each population that depend on the population state. More precisely, given \( x \) the population state, for each \( i \), let \( A_i(x) \) be a nonnegative, \( n_i \times n_i \) matrix whose \( j \)-th entry corresponds to the contribution of individuals in state \( j \) to individuals in state \( k \), e.g., individuals transitioning from state \( j \) to state \( k \) or the mean number of offspring in state \( k \) produced by individuals in state \( j \). Using these projection matrices the population dynamic of population \( i \) is given by

\[
x_{i,t+1} = x_i^t A_i(x_t),
\]

where \( x_i^t \) multiplies on the left-hand side of \( A_i(x_t) \) as it is a row vector. If we define \( A(x) \) to be the \( n \times n \) block diagonal matrix \( \text{diag}(A_1(x), \ldots, A_m(x)) \), then the dynamics of the interacting populations are given by

\[
x_{t+1} = x_t A(x_t).
\]

Define the map

\[
\Phi_A: \mathbb{R}_+^n \to \mathbb{R}_+^n, \quad x \mapsto x A(x).
\]

Let \( \Phi_A^t \) denote the composition of \( \Phi_A \) with itself \( t \) times for \( t \in \mathbb{N} \). Given a set \( B \subset \mathbb{R}_+^n \), let \( \text{int}(B) \) and \( \bar{B} \) denote its interior and its closure, respectively. For these dynamics, we make the following assumptions:

H1. For each \( i \), \( x \mapsto A_i(x) \) is a continuous map into the space \( M_n(\mathbb{R}) \) of \( n_i \times n_i \) nonnegative matrices.

H2. For each population \( i \), the matrix \( A_i \) has fixed sign structure corresponding to a primitive matrix. More precisely, for each \( i \), there is an \( n_i \times n_i \), nonnegative, primitive matrix \( P_i \) such that the \( j \)-th entry of \( A_i(x) \) equals zero if and only if the \( j \)-th entry of \( P_i \) equals zero for all \( 1 \leq j, k \leq n_i \), and \( x \in \mathbb{R}_+^n \).

H3. Model (5) is dissipative, i.e., there exists a compact set \( S_A \subset \mathbb{R}_+^n \) such that \( \Phi_A(S_A) \subset \text{int}(S_A) \) and, for all \( x_0 \in \mathbb{R}_+^n \), \( \Phi_A^t(x_0) \in S_A \) for all \( t \) sufficiently large.

Our analysis focuses on whether the interacting populations tend to be bounded away from extinction. Extinction of one or more populations corresponds to the population state lying in the extinction set

\[
S_0 = \left\{ x \in \mathbb{R}_+^n : \prod_i \| x_i^t \| = 0 \right\},
\]

where \( \| x_i^t \| = \sum_{j=1}^{n_i} x_i^{tj} \) corresponds to the \( \ell^1 \)-norm of \( x_i^t \). For any \( \eta \geq 0 \), define

\[
S_\eta = \{ x \in \mathbb{R}_+^n : \| x^t \| \leq \eta \text{ for some } i \}.
\]

**Definition 2.1.** Model (5) is permanent if there exists \( \eta > 0 \) such that for all \( x \in \{ y \in \mathbb{R}_+^n : \prod_i \| y_i^t \| \neq 0 \} \), there exists \( t_0 = t_0(x) > 0 \) such that \( x_t \in \mathbb{R}_+^n \setminus S_\eta \) for all \( t \geq t_0 \), whenever \( x_0 = x \).

For \( B \subset \mathbb{R}_+^n \) we define \( d(x, B) = \inf_{y \in B} \| y - x \| \). For and \( \delta > 0 \), let \( N_\delta(B) \) be the \( \delta \)-neighborhood of \( B \), i.e.,

\[
N_\delta(B) = \{ x \in \mathbb{R}_+^n : d(x, B) < \delta \}.
\]
We define a $\delta$-perturbation of model (5) to be a map $A^\delta: \mathbb{R}_+^n \to M^n_\alpha(\mathbb{R})$ with

$$x_{t+1} = x_t A^\delta(x_t)$$

satisfies (i) assumptions H1–H2, (ii) H3 holds with $\Phi_A$ replaced by $\Phi_{A^\delta}$, and (iii) $\|A(x) - A^\delta(x)\| \leq \delta$ for all $x \in S_A$.

**Definition 2.2.** Model (5) is robustly permanent if there exist $\delta > 0$ such that all $\delta$-perturbations of model (5) are permanent with a common $\eta > 0$ value, i.e., there is a common/uniform region of repulsion around the boundary.

3. Results.

3.1. Long-term growth rates and robustly unsaturated sets. Understanding persistence often involves understanding what happens to each population when it is rare. To this end, we need to understand the propensity of the population to increase or decrease in the long term. Since

$$x_t^i = x_0^i A_i(x_0) A_i(x_1) \ldots A_i(x_{t-1}),$$

one might be interested in the long-term “growth” of product of matrices

$$A_i(x_0) A_i(x_1) \ldots A_i(x_{t-1})$$

as $t \to \infty$. One measurement of this long-term growth rate when $x_0 = x$ is

$$r_i(x) = \limsup_{t \to \infty} \frac{1}{t} \log \|A_i(x_0) A_i(x_1) \ldots A_i(x_{t-1})\|.$$

When $r_i(x) > 0$ population $i$ is tending to show periods of increase, and when $r_i(x) < 0$ the population tends exponentially quickly to zero.

An expected, yet useful, property of $r_i(x)$ is that $r_i(x) \leq 0$ whenever $\|x^i\| > 0$. In other words, whenever population $i$ is present, its per-capita growth rate in the long term is nonpositive. This fact follows from H3. Furthermore, if $\limsup_{t \to \infty} \|x_t^i\| > 0$, we get that $r_i(x) = 0$. In other words, if population $i$’s density infinitely often is bounded below by some minimal density, then its long-term growth rate is zero as it is not tending to extinction and its densities are bounded from above. Both of these facts are consequences of Propositions 4.9, 4.13, and 4.14.

Recall that a Borel probability measure $\mu$ on $\mathbb{R}_+^n$ is a $\Phi_A$-invariant measure provided that

$$\mu(B) = \mu(\Phi_A^{-1}(B))$$

for all Borel sets $B \subset \mathbb{R}_+^n$. When an invariant measure $\mu$ is statistically indecomposable, it is ergodic. More precisely, $\mu$ is ergodic if it cannot be written as a convex combination of two distinct invariant measures, i.e., if there does not exist $0 < \alpha < 1$ and two different invariant measures $\mu_1, \mu_2$ such that $\mu = \alpha \mu_1 + (1 - \alpha) \mu_2$. If $\mu$ is a $\Phi_A$-invariant measure, the subadditive ergodic theorem implies that

$$r_i(x) = \lim_{t \to \infty} \frac{1}{t} \log \|A_i(x_0) A_i(x_1) \ldots A_i(x_{t-1})\|$$

exists for $\mu$-almost every $x \in \mathbb{R}_+^n$. We define

$$r_i(\mu) = \int r_i(x) \mu(dx)$$
as the long-term growth rate of species $i$ with respect to $\mu$. When $\mu$ is ergodic, the subadditive ergodic theorem implies that $r_i(x)$ equals $r_i(\mu)$ for $\mu$-almost every $x \in \mathbb{R}_+^n$.

A compact set $M \subset S_A$ is said to be \textit{invariant} for $\Phi_A$ if $\Phi_A(M) = M$ and is an \textit{isolated invariant} if it is invariant and there exists a compact neighborhood $N$, called an \textit{isolating neighborhood} of $M$, such that $M$ is the largest invariant set in $N$. For sufficiently small $\delta$-perturbations $A^\delta$ of $A$, an isolating neighborhood $N$ of $M$ for $\Phi_A$ is also an isolating neighborhood for a compact invariant set $M(\delta)$ of $\Phi_{A^\delta}$. $M(\delta)$ is called the \textit{continuation} of $M$.

Recall the $\omega$-limit set of a point $x \in S_A$ is defined by

$$\omega_A(x) = \left\{ y \in S_A : \text{there exists } t_k \uparrow \infty \text{ such that } \lim_{k \to \infty} \Phi^{t_k}_A(x) = y \right\}.$$  

For a compact invariant set $M$, let $W^s(M) = \{ x \in \mathbb{R}_+^n : \omega_A(x) \subset M \}$ be the \textit{stable set} of $M$.

\textbf{Definition 3.1.} A compact set $M \subset S_0$ is unsaturated for model (5) if there exists $\eta > 0$ such that

$$\limsup_{t \to \infty} d(x_t, M) \geq \eta \text{ whenever } x_0 \notin S_0.$$ 

If, in addition, (8) holds for all sufficiently small $\delta$-perturbations of model (5), we call $M$ robustly unsaturated.

\textbf{Remark 3.2.} Given that $M$-compact is isolated in $S_0$, the above definition is equivalent to the more familiar one (see [11]), which says that $M \subset S_0$ is unsaturated if (i) $M$ is isolated in $\mathbb{R}_+^n$ and (ii) $W^S(M) \subset S_0$.

With these definitions, we can state our main theorem.

\textbf{Theorem 3.3.} Let $M$ be a compact isolated invariant set for the dynamics $\Phi_A$ restricted to $S_0$. If one of the equivalent conditions

(i) $r_i(\mu) := \max_{1 \leq i \leq m} r_i(\mu) > 0$ for every $\Phi_A$-invariant probability measure with $\mu(M) = 1$, or

(ii) there exist positive constants $p_1, \ldots, p_m$ such that

$$\sum_i p_i r_i(\mu) > 0$$

for every ergodic probability measure with $\mu(M) = 1$, or

(iii) there exist positive constants $p_1, \ldots, p_m$ such that

$$\sum_i p_i r_i(x) > 0$$

for all $x \in M$, holds, then $M$ is robustly unsaturated for model (5).

\textbf{Remark 3.4.} For some applications (e.g., the disease model considered in section 5.3), it is useful to relax the primitivity assumption $\mathbb{H}_2$. For instance, if there exists an open neighborhood $U$ of $M$ such that for each $i$, $A_i(x)$ has a fixed sign pattern for all $x \in U$, then $A_i(x)$ can be decomposed into a finite number, say, $m_i$, of irreducible components. For each of these irreducible components, one can define $r_i^j(x) = \limsup_{t \to \infty} \frac{1}{t} \log \| A_i^j(x_0) A_i^j(x_1) \cdots A_i^j(x_{t-1}) \|$ with $x_0 = x$, where $A_i^j(x)$ is the submatrix of $A_i(x)$ corresponding to the $j$th irreducible component of $A_i(x)$. If we define $r_i(x) = \max_{1 \leq j \leq m_i} r_i^j(x)$ and similarly define $r_i(\mu)$ and $r_i(\mu) = \max_{1 \leq j \leq m_i} r_i^j(\mu)$, then all of the assertions of Theorem 3.3 still hold.
We can prove a partial converse to Theorem 3.3. For any ergodic probability measure \( \mu \), define species(\( \mu \)) to be the largest subset (possibly empty) of \{1, 2, \ldots, m\} such that
\[
\mu(\{x : \|x^i\| > 0 \text{ if and only if } i \in \text{species}(\mu)\}) = 1.
\]

**Proposition 3.5.** Assume \( \Phi_A \) is twice continuously differentiable. Let \( M \) be a compact isolated invariant set for the dynamics \( \Phi_A \) restricted to \( S_0 \). If \( \mu \) is an ergodic, probability measure with \( \mu(M) = 1 \) and
\[
\pi_i(\mu) \leq 0 \text{ for all } i \notin \text{species}(\mu),
\]
then \( M \) is not robustly unsaturated for (5). Specifically, for any \( \delta > 0 \), there exists a \( \delta \)-perturbation \( A^\delta \) of (5) and \( x \in S_A \setminus S_0 \) such that \( \omega_{A^\delta}(x) \subset M \).

**Proof.** Choose \( \delta > 0 \). Let \( U \subset N_{\delta/2}(S_A) \) be an open neighborhood of \( S_A \) such that \( \overline{U} \) is forward invariant for (5). Let \( V \subset W \) be open neighborhoods of \( M \) such that \( \overline{W} \subset U \). Let \( \psi : \mathbb{R}^n_+ \to [0,1] \) be a smooth function such that \( \psi(x) = 1 \) for all \( x \in V \) and \( \psi(x) = 0 \) for all \( x \in \mathbb{R}^n_+ \setminus W \). Define \( \delta = 2 \max_{x \in \overline{U}} \|A_i(x)\| \) and
\[
A^\delta_i(x) = \begin{cases} A_i(x) \exp(-\psi(x)\delta/\kappa) & \text{if } i \notin \text{species}(\mu), \\ A_i(x) & \text{if } i \in \text{species}(\mu). \end{cases}
\]
As
\[
\|A^\delta_i(x) - A_i(x)\| \leq \|A_i(x)\|(1 - \exp(-\psi(x)\delta/\kappa)) < \kappa(1 - \exp(-\delta/\kappa)) \leq \delta
\]
for all \( x \in \overline{U} \) and \( A^\delta_i(x) = A_i(x) \) for \( x \notin \overline{U} \). \( A^\delta \) is a \( \delta \)-perturbation of the model (5) associated with \( A \), \( M \) is a compact invariant set, and \( \mu \) is an ergodic measure for the dynamics \( x_{t+1} = x_t A^\delta(x_t) \) and
\[
\pi_i(\mu) \leq -\frac{\delta}{\kappa} \text{ if } i \notin \text{species}(\mu)
\]
for the dynamics of \( x_{t+1} = x_t A^\delta(x_t) \). By Ruelle and Shub’s stable manifold theorem for maps [24], there are points \( x \in M \) such that the stable manifold of \( x \) for the \( \delta \)-perturbation dynamics intersects the interior of \( \mathbb{R}^n_+ \).

**3.2. Morse decompositions and robust permanence.** Here we state a sufficient condition for robust permanence using a characterization of permanence due to Hofbauer and So [13] that involves Morse decompositions of boundary dynamics. As \( \Phi_A \) is not invertible, backward orbits of a point \( x \) need not be unique. Consequently, a sequence \( \{x_s\}_{s=0}^{-\infty} \) is a backward orbit through \( x \) if \( x_0 = x \) and \( x_{-s+1} = \Phi_A(x_{-s}) \) for all \( s \geq 1 \). The \( \alpha \)-limit of a backward orbit \( \{x_s\}_{s=0}^{-\infty} \) is \( \alpha(\{x_s\}) = \{y : \lim_{s \to -\infty} x_s = y \text{ for some } s \to -\infty \} \). Assumption H3 is equivalent to the existence of a global attractor \( G_A \) for \( \Phi_A \), and \( G_A = \cap_{s \geq 0} \cup_{t \geq s} \Phi_A^t(S_A) \). Following [13], we define a collection of sets \( \{M_1, \ldots, M_k\} \) to be a Morse decomposition for a compact invariant set \( M \) if
- \( M_1, \ldots, M_k \) are pairwise disjoint, compact isolated invariant sets for \( \Phi_A \) restricted to \( M \);
- for each \( x \in M \setminus \cup_{i=1}^k M_i \), there is an \( i \) such that \( \omega(x) \subset M_i \), and for any backward orbit \( \{x_s\} \) through \( x \) there is a \( j > i \) such that \( \alpha(\{x_s\}) \subset M_j \).

Theorem 3.3 and [8, Corollary 4.5] imply the following sufficient condition for robust permanence.
Theorem 3.6. If \( \{M_1, \ldots, M_k\} \) is a Morse decomposition for \( S_0 \cap G_A \) and condition (i) of Theorem 3.3 holds for each of the components of the Morse decomposition, then model (5) is robustly permanent.

Proof. Let \( \Lambda = \{\lambda : S_A \to M_\lambda(\mathbb{R}) : \lambda \) is a 1-perturbation of \( A\} \). Using H3 and that \( \Phi_{A_1} \to \Phi_A \) as \( \delta \to 0 \), uniformly on the compact set \( S_A \), we have that \( \Lambda \neq \emptyset \). \( \Lambda \) is a metric space with metric \( \rho(\lambda_1, \lambda_2) = \max_{x \in S_A} \|\lambda_2(x) - \lambda_1(x)\| \). By the definition of a 1-perturbation, \( \cup_{\lambda \in \Lambda, x \in \mathbb{R}_{\geq 0}^n} \omega(s(x)) \subset S_A \); hence it has compact closure in \( \mathbb{R}_{\geq 0}^n \). The conclusion follows from [8, Corollary 4.5] and Theorem 3.3.

For two species models, Theorem 3.6 and Proposition 3.5 provide a precise characterization of robust permanence. The twice continuously differentiable assumption is only required to show the necessity of the conditions of the proposition for robust permanence.

Corollary 3.7. Assume \( m = 2 \) and \( x \mapsto xA(x) \) is twice continuously differentiable. Then model (5) is robustly permanent if and only if

- \( \max_i r_i(0) > 0 \),
- \( r_2(\mu) > 0 \) for any ergodic measure \( \mu \) with \( \text{species}(\mu) = \{1\} \), and
- \( r_1(\mu) > 0 \) for any ergodic measure \( \mu \) with \( \text{species}(\mu) = \{2\} \).

Proof. Suppose that the three conditions hold. Since \( \max_i r_i(0) > 0 \), we can choose positive \( p_1, p_2 \) such that \( \sum_i p_i r_i(0) > 0 \). Let \( \mu \) be an ergodic measure supported in \( G_A \cap S_0 \). We will show that \( \sum_i p_i r_i(\mu) > 0 \). If \( \mu = \delta_0 \), then we are done as \( r_i(\mu) = r_i(0) \). If \( \mu \neq \delta_0 \), then \( \text{species}(\mu) = \{j\} \) for some \( j \in \{1, 2\} \). Since \( r_j(\mu) = 0 \), we have \( \sum_i p_i r_i(\mu) = p \sum_i r_i(\mu) \), where \( \ell \neq j \). By the second and third conditions, \( r_\ell(\mu) > 0 \). Hence, \( \sum_i p_i r_i(\mu) > 0 \) for all ergodic \( \mu \) supported in \( S_0 \cap G_A \). Applying Theorem 3.6 with Morse decomposition \( M_1 = S_0 \cap G_A \) completes the proof of this implication.

Now suppose one of the conditions doesn’t hold. Then Proposition 3.5 with \( M = S_0 \cap G_A \) implies model (5) is not robustly permanent.

Theorem 3.6 and Proposition 3.5 also characterize models (5) for which the model and its restriction to any subset of species is robustly permanent. That is, for any nonempty set \( I \subseteq \{1, \ldots, m\} \), the system (5) restricted to \( \prod_{i \in I} \mathbb{R}_{\geq 0}^n \) is robustly permanent. This characterization is the discrete-time extension of [20, Theorem 3.3] to structured population models. In particular, we have the following.

Corollary 3.8. Model (5) and all of its submodels are robustly permanent if, for all ergodic probability measures \( \mu \) with support in \( S_0 \),

\[
(9) \quad r_i(\mu) > 0 \quad \text{for all } i \in \{1, \ldots, m\} \setminus \text{species}(\mu).
\]

Conversely, if \( \Phi_A \) is twice continuously differentiable and (5) and all of its subsystems are robustly permanent, then, for all ergodic probability measures \( \mu \) with support in \( S_0 \), (9) holds.

Proof. Let \( \emptyset \neq I \subseteq \{1, \ldots, m\} \). Let \( S'_A = \{x \in S_A : x^i = 0 \text{ for all } i \notin I\} \) and \( S'_0 = \{x \in S'_A : \|x\| = 0\} \). Consider the restriction of (5) to \( S'_A \):

\[
(10) \quad x^i_{t+1} = x^i_t A_i(x_t), \quad i \in I.
\]

Let \( \{M_1, \ldots, M_k\} \) be a Morse decomposition of \( S'_A \cap G_A \). Fix \( j \in \{1, \ldots, k\} \), and let \( \mu \) be an ergodic probability measure with \( \mu(M_j) = 1 \). Note that \( \text{species}(\mu) \neq I \). Then by Proposition 4.14, for every \( i \in \text{species}(\mu) \) we have that \( r_i(\mu) = 0 \), while for
every $i \in I \setminus \text{species}(\mu)$ we have $r_i(\mu) > 0$ (by assumption (9)). Thus, condition (ii) in Theorem 3.3 holds with $p_i = 1$ for all $i \in I$. Hence $M_j$ is robustly unsaturated with respect to (10). Theorem 3.6 implies (10) is robustly permanent.

For the converse, suppose that there exists $\mu$ an ergodic probability measure with support in $S_0$ such that $r_i(\mu) \leq 0$ for some $l \in \{1, \ldots, m\} \setminus \text{species}(\mu)$. Let $I = \text{species}(\mu) \cup \{l\}$. Proposition 3.5 implies (10) is not robustly permanent, a contradiction.

4. Proof of Theorem 3.3. Recall some useful definitions and notation. For $d \in \mathbb{N}$, let $\mathbb{R}_+^d = \{x \in \mathbb{R}_+^d : \prod_i x_i > 0\}$ be the interior of $\mathbb{R}_+^d$ and let $M_d(\mathbb{R})$ be the set of all $d \times d$ matrices over $\mathbb{R}$. Let $M$ be a metric space, and let $P(M)$ be the space of Borel probability measures on $M$ endowed with the weak* topology. The support of a measure $\nu$ in $P(M)$, denoted by $\text{supp}(\nu)$, is the smallest closed set $B \subset \mathbb{R}_+^d$ such that $\mu(B) = 1$. If $M'$ is also a metric space and $f : M \to M'$ is Borel measurable, then the induced linear map $f^* : P(M) \to P(M')$ associates with $\nu \in P(M)$ the measure $f^*(\nu) \in P(M')$ defined by

$$f^*(\nu)(B) = \nu(f^{-1}(B))$$

for all Borel sets $B$ in $M'$. If $\theta : M \to M$ is a continuous map, a measure $\nu \in P(M)$ is called $\theta$-invariant if $\nu(\theta^{-1}(B)) = \nu(B)$ for all Borel sets $B \subset M$. A set $B \subset M$ is positively invariant if $\theta(B) \subset B$. For every positively invariant compact set $B$, let $\text{Inv}(\theta)(B)$ be the set of all $\theta$-invariant measures supported on $B$.

Given $x \in \mathbb{R}_+^d$, the empirical occupation measure at time $t \in \mathbb{R}_+$ of $\{\Phi_A^s\}_{s \geq 0}$ is

$$\Lambda_t(x) := \frac{1}{t} \sum_{s=0}^{t-1} \delta_{\Phi_A^s(x)},$$

where $\delta_y$ denotes a Dirac measure at $y$, i.e., $\delta_y(A) = 1$ if $y \in A$ and 0 otherwise for any Borel set $A \subset \mathbb{R}_+^d$. These empirical measures describe the distribution of the observed population dynamics up to time $t$. In particular, for any Borel set $B \subset \mathbb{R}_+^d$,

$$\Lambda_t(x)(B) = \frac{\#\{0 \leq s \leq t-1 : \Phi_A^s(x) \in B\}}{t}$$

is the fraction of time that the populations spent in the set $B$.

The following propositions and lemma are crucial for the proof of Theorem 3.3.

**Proposition 4.1.** For all $x \in \text{int} \mathbb{R}_+^d$, every weak* limit point $\mu$ of the family of probability measures $\{\Lambda_t(x)\}_{t \in \mathbb{N}}$ belongs to $\text{Inv}(\Phi_A^s)(G_A)$ and satisfies $r_i(\mu) \leq 0$ for all $i$.

**Lemma 4.2.** Let $x \in S_0$ and $\mu$ be a weak* limit point of the family of probability measures $\{\Lambda_t(x)\}_{t \in \mathbb{N}}$. Then

$$r_i(\mu) \geq r_i(\mu) \text{ for } i = 1, \ldots, m.$$

We call an invariant measure $\mu$ for model (5) saturated if $r_i(\mu) \leq 0$ for all $i$.

**Proposition 4.3.** Let $(\delta_k)_{k \geq 1}$ be a nonnegative sequence that converges to zero, and $(A^k)_{k \geq 0}$ be a sequence of $\delta_k$-perturbations of model (5). Let $\{\mu_k\}_{k \geq 1}$ be saturated $\Phi_A^s$-invariant measures; then the weak* limit points of $\{\mu_k\}_{k \geq 1}$ is a nonempty set consisting of saturated $\Phi_A^s$-invariant measures.

The proofs of Proposition 4.1, Lemma 4.2, and Proposition 4.3 are postponed to the end of the section. We now prove Theorem 3.3.
Proof. First we show that (i) ⇔ (ii) ⇔ (iii). For (i) ⇔ (ii) see [11]. Condition (ii) is obtained by integrating the inequality in (iii). To prove that (ii) ⇒ (iii), let \( x \in S_0 \) and \( \mu = \lim_{k \to \infty} \Lambda_k(x) \) be a weak* limit point of the sequence \( \{ \Lambda_k(x) \}_{k \geq 1} \in \text{Inv}(A_A(S_0)) \). By Lemma 4.2, \( r_i(x) \geq r_i(\mu) \) for all \( i = 1, \ldots, m \). By the ergodic decomposition theorem (see, e.g., [18]), \( \mu \) can be written as a convex combination of ergodic probability measures, and condition (ii) implies condition (iii).

Now we prove that \( M \) is robustly unsaturated, arguing by contradiction. If \( M \) is not robustly unsaturated, then there exist \( \delta_k \)-perturbations, such that \( \delta_k \to 0 \), and \( x_k \in \mathbb{R}^n_+ \setminus S_0 \), such that, for all \( k \geq 1 \),

\[
(11) \quad \limsup_{t \to \infty} d \left( x_{t,k}^\delta, M \right) < \frac{1}{k}, \quad \text{where} \quad x_{t,k}^\delta = \Phi_A^t x_k.
\]

For every \( n \), let \( \mu_k \) be a weak* limit point of \( \{ \Lambda_k(x_k) \}_{k \geq 1} \). Then Proposition 4.1 implies that \( \mu_n \) is a saturated, \( A_A \)-invariant measure. Let \( \mu \) be a weak* limit point of \( \{ \mu_k \}_k \). Proposition 4.3 implies that \( \mu \) is a saturated \( A_A \)-invariant measure. As (11) implies that \( \sup \mu_k \subset M \), we have a contradiction to (i).

The rest of this section is dedicated to the proofs of Propositions 4.1 and 4.3 and Lemma 4.2. To this end, define the space

\[
\mathcal{D} := \{ B : \mathbb{R}^n_+ \to M_n(\mathbb{R}) : B \text{ is a } \delta \text{-perturbation of model (5)} \}
\]

endowed with the pseudometric induced by the sup norm on the compact \( S_A \). Define the map \( \delta : \mathcal{D} \to \mathbb{R}_+ \) by \( \delta(d) := \inf \{ \delta \in \mathbb{R}_+ : d \text{ is a } \delta \text{-perturbation of model (5)} \} \) for \( d \in \mathcal{D} \).

In order to prove the robustness result, we need to link the long-term behavior of model (5) with the long-term behavior of \( \delta \)-perturbations with small \( \delta \). To that end, we regroup those dynamics under one dynamics over a larger space. Let \( (A^k)_{k \geq 0} \subset \mathcal{D} \) be a sequence of \( \delta(A^k) \)-perturbations such that \( \delta(A^k) \to 0 \) as \( k \to \infty \). Define the set \( C := \{ A^k : k \geq 0 \} \subset \mathcal{D} \). The set \( C \) is compact. Indeed, since \( \delta(A^k) \downarrow 0 \), properties (i) and (ii) of a \( \delta \)-perturbation imply that the sequence \( \{ A^k \}_k \) converge uniformly to \( A \) in \( S_A \). Define

\[
(12) \quad \Phi : \mathbb{R}^n_+ \times \mathcal{D} \to \mathbb{R}^n_+ \times \mathcal{D}, \quad x, c \mapsto xc(x), c
\]

and the projection map \( p : \mathbb{R}^n_+ \times \mathcal{D} \to \mathbb{R}^n_+ \) as \( p(x, c) = x \). Write \( \Phi_c \) for \( p \circ \Phi(\cdot, c) \).

Note that \( \Phi_A \) is consistent with (6). Let \( \Phi^t_c \) denote the composition of \( \Phi_c \) with itself \( t \) times, for \( t \in \mathbb{N} \) and \( c \in \mathcal{D} \). Hence model (5) can be rewritten as

\[
x_{t+1}(x) = \Phi^t_A(x).
\]

4.1. Trajectory space. The key element of the proof of Propositions 4.1 and 4.3 is Proposition 4.10 due to Ruelle [23] in which it is crucial that the map \( \Phi \) is a homeomorphism. For now, it is not the case. Indeed, the maps \( \Phi_c \) are, a priori, not invertible. To overcome this impediment we extend the dynamics induced by \( \Phi \) to an invertible dynamics on the larger set of possible trajectories.

Fix \( c \in C \). Assumption H3 implies that \( \Phi_c(S_A) \subset \text{int} S_A \). Hence, for every point \( x \in S_A \), there exists a sequence \( \{ x_t \}_{t \in \mathbb{N}} \subset S_A \) such that \( x_0 = x \), and \( x_{t+1} = \Phi_c(x_t) \) for all \( t \geq 0 \). Such a sequence is called a \( \Phi_c \)-positive trajectory. In order to create a past for all those \( \Phi_c \)-positive trajectories, let us pick a point \( x^* \in \text{int} \mathbb{R}^n_+ \setminus S_A \), and...
consider the sequence space $T := (S_A \cup \{x^*\})^\mathbb{Z}$ endowed with the product topology, and the homeomorphism $\varphi : T \to T$ called \textit{shift operator}, and defined by $\varphi(\{x_t\}_{t \in \mathbb{Z}}) = \{x_{t+1}\}_{t \in \mathbb{Z}}$. Since $S_A \cup \{x^*\}$ is compact, the space $T$ is compact as well.

Every $\Phi_c$-positive trajectory can be seen as an element of $T$ by creating a fixed past (i.e., $x_t = x^*$ for all $t < 0$). Define $Q_c \subset T$ as the set of such $\Phi_c$-positive trajectories, and $E_c = \bigcup_{t \in \mathbb{Z}} \varphi^t(Q_c) \subset T$. In other words, $E_c$ is the adherence in $T$ of the set of all shifted (by $\varphi^t$ for some $t \in \mathbb{Z}$) $\Phi_c$-positive trajectories. Since $E_c$ is a closed subset of the compact $T$, it is compact as well. Define

$$
\Gamma := \bigcup_{c \in C} (E_c \times \{c\}),
$$

subset of the product space $T \times C$. From now on, when we write $(\mathbf{x}, c) \in \Gamma$, we mean $\mathbf{x} = \{x_t\}_{t \in \mathbb{Z}} \in E_c$ and $c \in C$.

\textbf{Lemma 4.4. $\Gamma$ is a compact subset of $T \times C$.}

\textit{Proof.} Since $T \times C$ is compact, we need only to show that $\Gamma$ is closed. Let $(\mathbf{x}, c) \in \Gamma$ and $\{(\mathbf{x}_t, c_t)\}_{t \geq 0} \subset \Gamma$ be a sequence converging to $(\mathbf{x}, c)$. By definition of $C$, we need only to consider the case $c = A$ and show that $\mathbf{x} \in E_A$.

If $\mathbf{x}_t = (x^*_t)_{k \geq 0}$, and $\mathbf{x} = (x_k)_{k \geq 0}$, then for all $k \geq 0$, $x^*_k \to x_k$ as $\ell \to \infty$. Then for each $k \geq 0$, either $x_k = x^*$, or $x_k \in S_A$. If $x_k \in S_A$, equicontinuity of $C$ implies that $\Phi_A(x_k) = x_{k+1}$. Hence $\mathbf{x} \in E_A$. This concludes the proof. \hfill \Box

Define the homeomorphism

$$
\Theta : T \times C \to T \times C,
$$

$$
\mathbf{x}, c \mapsto \varphi(\mathbf{x}), c.
$$

By definition of the sets $E_c$, $E_c \times \{c\}$ are invariant under $\Theta$. In particular, $\Gamma$ is invariant under $\Theta$, which implies that the restriction $\Theta|_\Gamma$ of $\Theta$ to $\Gamma$ is well-defined. To simplify the presentation we still denote this restriction by $\Theta$. The projection map $\pi_0 : \Gamma \to S_A \cup \{x^*\} \times C$ is defined by $\pi_0(\mathbf{x}, c) = (x_0, c)$ for all $(\mathbf{x}, c) \in \Gamma$. The map $\pi_0$ is continuous and $\pi_0(\Gamma) = S_A \cup \{x^*\} \times C$.

Next, for all $c \in C$, we define the compact set of all $\Phi_c$-\textit{total trajectories} as

$$
\Gamma^c_+ := \pi_0^{-1}(S_A \times \{c\})
$$

and the compact set of $\Phi_c$-\textit{total trajectories on the extinction set} $S_0$ as

$$
\Gamma^0_+ := \pi_0^{-1}(S_0 \times \{c\}).
$$

The respective union over $C$ of those sets of trajectories is $\Gamma_+ := \bigcup_{c \in C} \Gamma^c_+$ and $\Gamma_0 := \bigcup_{c \in C} \Gamma^0_+$.

For all $c \in C$, the dynamic induced by $\Phi_c$ on $S_A \times \{c\}$ is linked to the dynamic induced by $\Theta$ on $\Gamma^c_+$ by the following semiconjugacy:

$$
p \circ \pi_0 \circ \Theta = \Phi_c \circ p \circ \pi_0.
$$

As a consequence of the semiconjugacy (13), we show that the statistical behavior of $\Theta|_{\Gamma^c_+}$ and $\Phi_c$ are linked, and the set of $\Phi_c$-invariant measures is the projection through $p \circ \pi_0$ of the set of $\Theta|_{\Gamma^c_+}$-invariant measures.
Given a trajectory $\gamma \in \Gamma_+$, the empirical occupation measure at time $t \in \mathbb{R}_+$ of $\{\Theta^t(\gamma)\}_{s \geq 0}$ is

$$\hat{\Lambda}_t(\gamma) := \frac{1}{t} \sum_{s=0}^{t-1} \delta_{\Theta^s(\gamma)},$$

and given $(x, c) \in S_A \times C$, the empirical occupation measure at time $t \in \mathbb{R}_+$ of $\{\Phi_c^s(x)\}_{s \geq 0}$ is

$$\Lambda_t(x, c) := \frac{1}{t} \sum_{s=0}^{t-1} \delta_{\Phi_c^s(x)}.$$

**Lemma 4.5.** Let $(\mathcal{X}, c) \in \Gamma_+$. Then for all $t \geq 0$ we have

$$(p \circ \pi_0)^* (\hat{\Lambda}_t(\mathcal{X}, c)) = \Lambda_t(x_0, c).$$

**Proof.** Let $(\mathcal{X}, c) \in \Gamma_+$ and $B \subset S_A$ be a Borel set. Then we have

$$(p \circ \pi_0)^* (\hat{\Lambda}_t(\mathcal{X}, c))(B) = \hat{\Lambda}_t(\mathcal{X}, c)\left((p \circ \pi_0)^{-1}(B)\right)$$

$$= \frac{1}{t} \sum_{s=0}^{t-1} \delta_{\Theta^s(\mathcal{X}, c)}\left((p \circ \pi_0)^{-1}(B)\right)$$

$$= \frac{1}{t} \sum_{s=0}^{t-1} \delta_{\Phi_c^{s+1}(\mathcal{X}, c)}(B)$$

$$= \frac{1}{t} \sum_{s=0}^{t-1} \delta_{\Phi_c(x_0)}(B)$$

$$= \Lambda_t(x_0, c)(B).$$

The third equality is a consequence of the semiconjugacy (13). \hfill \Box

Since $\Gamma_+$ and $\Gamma_0$ are positively invariant and compact sets, the next lemma follows from classical results in dynamical systems theory (see, e.g., [17]).

**Lemma 4.6.** $\text{Inv}(\Theta)(\Gamma_+)$ and $\text{Inv}(\Theta)(\Gamma_0)$ are compact and convex subsets of $\mathcal{P}(\Gamma)$.

Since $\Gamma^c_+$ is positively $\Theta$-invariant and compact for all $c \in C$, [34, Theorem 6.9] implies the following.

**Lemma 4.7.** For all $c \in C$ and all $\gamma \in \Gamma^c_+$, the set of all weak* limit points of the family of probability measures $\{\hat{\Lambda}_t(\gamma)\}_{t \in \mathbb{N}}$ is a nonempty compact subset of $\text{Inv}(\Theta)(\Gamma_+)$.

**Lemma 4.8.** For all $c \in C$, $\text{Inv}(\Phi_c)(S_A) = (p \circ \pi_0)^* (\text{Inv}(\Theta)(\Gamma^c_+))$.

**Proof.** Fix $c \in C$. First we prove $\text{Inv}(\Phi_c) \subset (p \circ \pi_0)^* (\text{Inv}(\Theta))$. We show that the inclusion is satisfied for the set of $\Phi_c$-ergodic measure, and then the general case follows from the ergodic decomposition theorem. Let $\mu \in \text{Inv}(\Phi_c)$ be an ergodic measure. Since $\mu$ is ergodic, there exist $x \in S_A$ such that $\mu = \lim_{t \to \infty} \Lambda_t(x, c)$. There exists $(\mathcal{X}, c) \in \pi_0^{-1}(x, c) \subset \Gamma^c_+$. By compactness of $\mathcal{P}(\Gamma^c_+)$, let $\tilde{\mu} := \lim_{t \to \infty} \lambda_{t_k}(\mathcal{X}, c)$. Lemma 4.7 implies that $\tilde{\mu} \in \text{Inv}(\Theta)(\Gamma^c_+)$.
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We now prove $\text{Inv}(\Phi_c) \supset (p \circ \pi_0)^*(\text{Inv}(\Theta))$. Let $\tilde{\mu} \in \text{Inv}(\Theta)(\Gamma_+)$. Therefore the measure $(p \circ \pi_0)^*(\tilde{\mu})$ is supported by $S_A$. Let $B \subset S_A$ be a Borel set. We have
\[
(p \circ \pi_0)^*(\tilde{\mu}) (\Phi_c^{-1}(B)) = \tilde{\mu} ((p \circ \pi_0)^{-1}((\Phi_c^{-1}(B))) = \tilde{\mu} ((p \circ \pi_0)^{-1}(\Phi_c^{-1}(B) \cap S_A)) = \tilde{\mu} (\Phi_c|_{S_A} \circ p \circ \pi_0)^{-1}(B)) = \tilde{\mu} ((p \circ \pi_0 \circ \Theta|_{\Gamma_+})^{-1}(B)) = \tilde{\mu} ((p \circ \pi_0)^{-1}(B)) = (p \circ \pi_0)^*(\tilde{\mu})(B).
\]
The second equality follows from the fact that the support of $\tilde{\mu}$ is included in $\Gamma_+$, and the fourth is a consequence of the conjugacy (13). This shows that $(p \circ \pi_0)^*(\text{Inv}(\Theta)(\Gamma_+)) \subset \text{Inv}(\Phi_c)(S_A)$ and then concludes the proof. \(\square\)

The map $\Theta$ on $\Gamma_+$ can be seen as the extension of the map $\Phi$ on $\bigcup_{c \in C} (S_A \times \{c\})$. Now, we define the long-term growth rates of the matrix products (7) over the extended dynamics $\Theta$.

Recall that by definition of a $\delta$-perturbation $c \in C$, there exist $c_i : \mathbb{R}^n \to \mathbb{M}_{n_i}(\mathbb{R})$ for each $i \in \{1, \ldots, m\}$ such that for each $x \in \mathbb{R}^n_+$, $c(x) = \text{diag}(c_1(x), \ldots, c_m(x))$.

For each $i \in \{1, \ldots, m\}$, define the maps $A_i : \Gamma \to \mathbb{M}_{n_i}(\mathbb{R})$ by
\[
A_i(\vec{x}, c) = c_i(x_0).
\]
We write
\[
\hat{A}_i(\vec{x}, c) := \hat{A}_i(\vec{x}, c) \cdots \hat{A}_i (\Theta t^{-1}(\vec{x}, c)) .
\]
The conjugacy (13) implies that for all $c \in C$ and $x \in S_A$, we have
\[
\hat{A}_i(\vec{x}, c) = c_i^t(x)
\]
for all $t \geq 0$ and all $\vec{x} \in \mathcal{T}$ such that $(\vec{x}, c) \in \pi_0^{-1}(x)$. Since there is no possible confusion, from now on we write $A_i$ instead of $\hat{A}_i$.

Then the \textit{long-term growth rate} for the product (14) is
\[
\rho_i(\vec{x}, c) := \limsup_{t \to \infty} \frac{1}{t} \ln \left\| A_i(\vec{x}, c) \right\|,
\]
and, for a $\Theta$-invariant measure $\tilde{\mu}$, the \textit{long-term growth rate} is
\[
\rho_i(\tilde{\mu}) = \int_{\Gamma} \rho_i(\vec{x}, c) d\tilde{\mu}.
\]

\textbf{Proposition 4.9.} For all species $i$ and all $c \in C$, we have
\begin{enumerate}[(i)]
\item $\rho_i(x) := \limsup_{t \to \infty} \frac{1}{t} \log \| c_i(x_0) \cdots c_i(x_{t-1}) \| = \rho_i(\vec{x}, c)$ for all $x \in S_A$ and for all $\vec{x} \in \mathcal{T}$ such that $(\vec{x}, c) \in \pi_0^{-1}(x, c)$,
\item for all $\tilde{\mu} \in \text{Inv}(\Theta)(\Gamma_+)$, we have
$$r_i(\tilde{\mu}) = r_i((\pi_0 \circ p)^*(\tilde{\mu})).$$
\end{enumerate}

\textit{Proof.} Assertion (i) is a consequence of equality (15), and assertion (ii) is a consequence of assertion (i) and Lemma 4.8. \(\square\)
4.2. Properties of long-term growth rates. In this section, we first state an extension of Ruelle [23, Proposition 3.2] that has been proved in [21]. We use this extension to deduce some properties on the long-term growth rates which are crucial for the proof of Propositions 4.1 and 4.3.

**Proposition 4.10** (see [21, Proposition 8.13]). Let $\Xi$ be a compact space and $\Psi : \Xi \to \Xi$ be a homeomorphism. Consider a continuous map $T : \Xi \to \mathbf{M}_d(\mathbb{R})$ and its transpose $T^*$ defined by $T^*(\xi) = (T(\xi))^*$. Write
\[
T^t(\xi) = T(\xi) \cdots T(\Psi^{t-1}(\xi)),
\]
and assume that
(i) \quad the line bundles $E$ (resp., $F$) spanned by $u(\cdot)$ (resp., $v(\cdot)$) are such that $\mathbb{R}^d = E \oplus F^\perp$, where $b \in F(\xi)^\perp$ if and only if $\langle \xi, v(\xi) \rangle = 0$;
(ii) \quad $E$ (resp., $F$) is $T, T^*$-invariant (resp., $T^*, T^*\Phi^{-1}$-invariant), i.e., $E(\Psi(\xi)) = E(\xi)T(\xi)$ and $F(\Psi(\xi))T^*(\Psi(\xi)) = F(\xi)$, for all $\xi \in \Xi$;
(iii) \quad there exist constants $\alpha < 1$ and $C > 0$ such that for all $t \geq 0$, and $\xi \in \Xi$,
\[
\|bT(\xi) \cdots T(\Psi^{t-1}(\xi))\| \leq C\alpha^t \|aT(\xi) \cdots T(\Psi^{t-1}(\xi))\|
\]
for all unit vectors $a \in E(\xi), b \in F(\xi)^\perp$.

Assumptions H1–H2 imply that each continuous map $A_i : \Gamma \to \mathbf{M}_{n_i}(\mathbb{R})$ satisfies assumptions A1–A2. Hence Proposition 4.10 applies to each continuous map $A_i$ and to the homeomorphism $\Theta$ on the compact space $\Gamma$. Then, for each of those maps, there exist row vector maps $u_i(\cdot), v_i(\cdot)$, their respective vector bundles $E_i(\cdot), F_i(\cdot)$, and the constant $C_i, \alpha_i > 0$ satisfying properties (i), (ii), and (iii) of Proposition 4.10.

For each $i \in \{1, \ldots, m\}$, define the continuous map $\xi_i : \Gamma \to \mathbb{R}$ by
\[
\xi_i(\gamma) := \ln \|u_i(\gamma)A_i(\gamma)\|.
\]
In the rest of this subsection, we deduce from Proposition 4.10 some crucial properties of the invasions rates.

**Proposition 4.11** (see [21, Proposition 8.14]). For all $\gamma \in \Gamma$ and every population $i$, $r_i(\gamma)$ satisfies the following properties:
(i) \quad \[ r_i(\gamma) = \limsup_{t \to \infty} \frac{1}{t} \ln \|vA_i^t(\gamma)\| \quad \text{for all } v \in \mathbb{R}_{+}^{n_i} \setminus \{0\}; \]
(ii) \quad \[ r_i(\gamma) = \limsup_{t \to \infty} \frac{1}{t} \sum_{s=0}^{t-1} \xi_i(\Theta^s(\gamma)). \]

**Proposition 4.12.** The invasion rate of each population $i$ with respect to an $\Theta$-invariant measure $\tilde{\mu}$ satisfies the following property:
\[
r_i(\tilde{\mu}) = \int_{\Gamma} \xi_i(\gamma)\tilde{\mu}(d\gamma).
\]
Proof. This result is a direct consequence of property (ii) of Proposition 4.11 and the Birkhoff’s ergodic theorem applied to the continuous maps \( \Theta \) and \( \zeta_i \). \( \square \)

Proposition 4.13. For all \((\mathbf{x}, c) \in \Gamma_+ \setminus \Gamma_0\), and every \(i \in \{1, \ldots, m\}\),

\[
 r_i(\gamma) \leq 0.
\]

Proof. Fix \(i \in \{1, \ldots, m\}\), and \((\mathbf{x}, c) \in \Gamma_+ \setminus \Gamma_0\) with \(x := p \circ \pi_0(\mathbf{x}, c)\). In particular, \((\mathbf{x}, c) \in \Gamma_+ \setminus \Gamma_0\) and \(x^i \in \mathbb{R}_+^n\) and \(x_i \neq 0\). We have

\[
x^i A_i^i(\mathbf{x}, c) = x^i c_i(x) = (\Phi^i(x))^i,
\]

where the first equality is a consequence of (15), and the second one follows from the definition of the map \(\Phi_i\). Assumption H3 implies that there exists \(T > 0\) such that \(\Phi_i(x)\) belongs to the compact set \(S_A\) for all \(t \geq T\), which implies that there exists \(R > 0\) such that \(\|x^i A_i^i(\mathbf{x}, c)\| \leq R\) for all \(t \geq T\). Assertion (i) of Proposition 4.11 applied to \(v = x^i\) concludes the proof. \( \square \)

4.3. Properties of the empirical occupation measures. Now we give some properties of the invasion rate with respect to a \(\Theta\)-invariant probability measure.

Proposition 4.14. For all \(\tilde{\mu} \in \text{Inv}(\Theta)(\Gamma_+\setminus\Gamma_0)\) supported by \(\Gamma_+ \setminus \Gamma_0\), \(r_i(\tilde{\mu}) = 0\) for all \(i \in \{1, \ldots, m\}\).

Proof. Let \(\tilde{\mu}\) be such a measure. Fix \(i \in \{1, \ldots, m\}\), and define the set \(\Gamma_{i,\eta} := \{\gamma \in \Gamma_+: \| (p \circ \pi_0(\gamma))^i \| > \eta\}\), where \((p \circ \pi_0(\gamma))^i \in \mathbb{R}_+^n\) is the \(i\)th subvector of \(p \circ \pi_0(\gamma) \in \mathbb{R}_+^n\). By assumption on the measure \(\tilde{\mu}\), there exists a real number \(\eta^* > 0\) such that \(\tilde{\mu}(\Gamma_{i,\eta}) > 0\) for all \(\eta < \eta^*\).

The Poincaré recurrence theorem applies to the map \(\Theta\) and implies that for each \(\eta < \eta^*\),

\[
\tilde{\mu}(\{\gamma \in \Gamma_{i,\eta}^i: \Theta^i(\gamma) \in \Gamma_{i,\eta} \text{ infinitely often }\}) = 1.
\]

Recall that the conjugacy (13) implies that for every \(\gamma = (\mathbf{x}, c) \in \Gamma_+ \setminus \Gamma_0\) with \(p \circ \pi_0(\gamma) = x \in S_A \setminus S_0\), we have

\[
p \circ \pi_0(\Theta^i(\gamma))^i = \Phi^i(x)^i = x^i A_i^i(\gamma).
\]

Then, equality (16) means that for \(\tilde{\mu}\)-almost all \(\gamma \in \Gamma_{i,\eta}^i\) with \(0 < \eta < \eta^*\), \(\|x^i A_i^i(\gamma)\| > \eta\) infinitely often. Therefore, Proposition 4.11(i), applied to \(v = x^i\), implies that \(r_i(\gamma) \geq 0\) for \(\tilde{\mu}\)-almost all \(\gamma \in \Gamma_{i,\eta}^i\), with \(\eta < \eta^*\). Hence, by Proposition 4.13, \(r_i(\gamma) = 0\) for \(\tilde{\mu}\)-almost all \(\gamma \in \bigcup_{n \geq 1} \Gamma_{i,n}^i = \Gamma_+ \setminus \Gamma_0\), which completes the proof. \( \square \)

4.4. Proof of Proposition 4.1.

Lemma 4.15. For all \(\gamma = (\mathbf{x}, c) \in \Gamma_+ \setminus \Gamma_0\), every weak* limit point \(\tilde{\mu}\) of the family of probability measures \(\{\Lambda_t(\gamma)\}_{t \in \mathbb{N}}\) belongs to \(\text{Inv}(\Theta)(\Gamma_+^i)\) and satisfies \(r_i(\tilde{\mu}) \leq 0\) for all \(i\).

Proof. Let \(\gamma = (\mathbf{x}, c) \in \Gamma_+ \setminus \Gamma_0\). By Lemma 4.7, let \(\tilde{\mu} = \lim_{k \to \infty} \tilde{\Lambda}_{tk}(\gamma) \in \text{Inv}(\Theta)(\Gamma_+^i)\). Proposition 4.12, the continuity of the maps \(\zeta_i\), and property (ii) of
Proposition 4.11 imply the following equalities for all $i$:

$$r_i(\tilde{\mu}) = \int_{\Gamma} \zeta_i(\eta) \tilde{\mu}(d\eta)$$

$$= \lim_{k \to \infty} \frac{1}{t_k} \sum_{s=0}^{t_k-1} \zeta_i(\Theta^s(\gamma))$$

$$\leq r_i(\gamma).$$

Hence, by Proposition 4.13,

$$r_i(\tilde{\mu}) \leq 0$$

for all $i$. 

Now, we prove Proposition 4.1. Let $x \in \mathbb{R}_+^n \setminus S_0$. By definition of the set $V_A$, there exists a time $T \geq 0$ such that $\Phi^T_A(x) \in V_A$ for all $t \geq T$. Choose $\gamma \in \pi_0^{-1}(\Phi^T_A(x), A) \subset \Gamma^A_+ \setminus \Gamma^A_0$. Since $\mu$ is a weak* limit point of the family $\{\Lambda_t(\Phi^T_A(x))\}_{t \geq 0}$ if and only if it is a weak* limit point of the family $\{\Lambda_t(x)\}_{t \geq 0}$, we do not lose generality by considering $\{\Lambda_t(\Phi^T_A(x))\}_{t \geq 0}$. Since $V_A$ is compact, the set of all weak* limit points of the family of probability measures $\{\Lambda_t(\Phi^T_A(x))\}_{t \in \mathbb{N}}$ is a nonempty compact subset of $\mathcal{P}(V_A)$. Let $\mu = \lim_{k \to \infty} \Lambda_{t_k}(x)$ be such a weak* limit point. By Lemma 4.15, passing to a subsequence if necessary, let $\tilde{\mu} = \lim_{k \to \infty} \Lambda_{t_k}(\gamma) \in \text{Inv}(\Theta)(\Gamma^A_0)$ such that $r_i(\tilde{\mu}) \leq 0$ for all $i$. Furthermore by Lemma 4.5 and continuity of $p \circ \pi_0$, $(p \circ \pi_0)^*(\tilde{\mu}) = \mu$. Hence Proposition 4.9 and Lemma 4.8 conclude the proof of the first assertion.

4.5. Proof of Lemma 4.2. Let $x \in S_0$. By the same arguments as in the above paragraph, there exists $T > 0$, $\gamma \in \pi_0^{-1}(\Phi^T_A(x), A) \subset \Gamma^A_0$, and $\mu = \lim_{k \to \infty} \Lambda_{t_k}(x)$. Lemma 4.7 and the $\Theta$-invariance of $\Gamma^A_0$ imply that, passing to a subsequence if necessary, there exists $\tilde{\mu} = \lim_{k \to \infty} \Lambda_{t_k}(\gamma) \in \text{Inv}(\Theta)(\Gamma^A_0)$ such that

$$r_i(\tilde{\mu}) = \int_{\Gamma} \zeta_i(\eta) \tilde{\mu}(d\eta)$$

$$= \lim_{k \to \infty} \frac{1}{t_k} \sum_{s=0}^{t_k-1} \zeta_i(\Theta^s(\gamma))$$

$$\leq r_i(\gamma).$$

Note that since $\Phi^T_A(x)$ is on the trajectory of $x$, $r_i(x) = r_i(\Phi^T_A(x))$. Furthermore by Lemma 4.5 and continuity of $p \circ \pi_0$, $(p \circ \pi_0)^*(\tilde{\mu}) = \mu$. Hence Proposition 4.9 concludes the proof.

4.6. Proof of Proposition 4.3. Let $\{\mu_k\}_{k \geq 1}$ be saturated invariant measures for the $\delta(A^k)$-perturbations

$$x_{t+1} = x_t A^k(x_t),$$

of model (5) defined at the beginning of the section. Assumption H3 implies that each measure $\mu_k$ is supported by the compact set $G_A^k \subset N_1(G_A)$. By weak* compactness of Borel probability measures on the compact set $N_1(G_A)$, there exist weak* limit points of $\{\mu_k\}_{k \geq 0}$. Let $\mu \in \mathcal{P}(N_1(G_A))$ be such a weak* limit point. To ease the reading, when $A^k$ is on subscript or superscript, we write only $k$.

Now, we show that $\mu \in \text{Inv}(\phi_A)$. Lemma 4.8 implies that for all $k \geq 1$ there is a measure $\tilde{\mu}_k \in \text{Inv}(\Theta)(\Gamma^A_0)$ such that $(p \circ \pi_0)^*(\tilde{\mu}_k) = \mu_k$. By compactness of $\text{Inv}(\Theta)(\Gamma_+)$, let $\check{\mu} := \lim_{k \to \infty} \tilde{\mu}_k \in \text{Inv}(\Theta)(\Gamma_+)$. The continuity of $p \circ \pi_0$ implies that
We claim that \(\text{supp}(\mu) \subset \Gamma_+^A\). For each \(\ell \geq 1\), define
\[
B_\ell := \bigcup_{i \geq \ell} \Gamma_i^{m} \cup \Gamma_i^A.
\]
Note that \(B_{\ell+1} \subset B_\ell\) for all \(\ell \geq 1\) and \(\bigcap_\ell B_\ell = \Gamma_+^A\). Moreover, \(B_\ell\) is closed for all \(\ell \geq 1\). Indeed, the same arguments as in the proof of Lemma 4.4 can be used. Since \(\text{supp}(\mu_k) \subset \Gamma_+^k\) for all \(\ell \geq 1\), \(\lim_{\ell \to \infty} \mu_k(B_\ell) = 1\) for all \(\ell \geq 1\). The Portmanteau theorem (see, e.g., [2, Theorem 2.1]) implies that for all \(\ell \geq 1\), \(\mu(B_\ell) = 1\). Then \(\mu(\Gamma_+^A) = \mu(\bigcap_\ell B_\ell) = \lim_{\ell \to \infty} \mu(B_\ell) = 1\). This proves the claim. Lemma 4.8 and the claim imply that \(\mu \in \text{Inv}(\Phi_A)(V_A)\).

Next, we show that \(r_i(\mu) \leq 0\) for all \(i\). Propositions 4.12 and 4.9 imply that, for all \(n \geq 0\) and all \(i\),
\[
r_i(\mu_k)_n = \int_{\Gamma_+} \zeta_i(\gamma) d\mu_k_n,
\]
with the convention that \(\mu_0 = \mu\) and \(\mu_0 = \tilde{\mu}\). On the other hand, by assumption, \(r_i(\mu_k)_n \leq 0\) for all \(\ell \geq 1\) and all \(i\). Then, the continuity of \(\zeta_i\) and the convergence of \((\mu_k)_n\) to \(\tilde{\mu}\) for the weak* topology imply that \(r_i(\mu) \leq 0\).

5. Applications.

5.1. Lotka–Volterra difference equations. Even for models without population structure (i.e., \(n_i = 1\) for all \(i\)), our results extend results of Garay and Hofbauer [6] from homeomorphisms to noninvertible maps. An important class of these noninvertible maps is the discrete-time Lotka–Volterra equations introduced by Hofbauer, Hutson, and Jansen [10] which are of the form
\[
 x_{i+1} = x_i \circ \exp(Bx_i + c),
\]
where \(B\) is a \(m \times m\) matrix, \(c\) is a column vector of length \(m\), \(\exp(\cdot)\) denotes componentwise exponentiation, and \(\circ\) denotes componentwise multiplication. A key feature of this equation is a time averaging property [10, Lemma 2.4]. Specifically, let \(I \subset \{1, \ldots, m\}\) correspond to a subset of species and let \(K\) be a compact invariant set contained in
\[
\text{int } \mathbb{R}_+^I := \{x \in \mathbb{R}_+^m : x_i > 0 \text{ for all } i \in I \text{ and } x_i = 0 \text{ for all } i \notin I\};
\]
then there exist a sequence \(t_k \uparrow \infty\) and an equilibrium \(\hat{x} \in \text{int } \mathbb{R}_+^I\) such that
\[
\lim_{k \to \infty} \frac{1}{t_k} \sum_{s=1}^{t_k} x_s = \hat{x}
\]
whenever \(x_0 \in K\). In particular, this averaging property implies that if \(\mu\) is an ergodic measure with \(\text{species}(\mu) = I\) and there is a unique equilibrium \(\hat{x}\) (which is generically true) in \(\text{int } \mathbb{R}_+^I\), then
\[
r_i(\mu) = \sum_{j=1}^{m} B_{ij} \hat{x}_j + c_j
\]
for all \(i\). Applying Theorem 3.6, we get the following result.
THEOREM 5.1. Let $B$ be an $m \times m$ matrix and $c$ be an $m \times 1$ vector such that the Lotka–Volterra difference equation (17) is dissipative. Let $p_1, \ldots, p_m$ be positive reals such that

\begin{equation}
\sum_{i=1}^{m} p_i \left( \sum_{j=1}^{m} B_{ij} \hat{x}_j + c_j \right) > 0
\end{equation}

for every equilibrium $\hat{x} \in S_0$; then the Lotka–Volterra difference equation (17) is robustly permanent.

The permanence condition (18) is the same condition described by [10, Theorem 2.5]. However, Theorem 5.1 implies the stronger result that permanence persists following sufficiently small perturbations of the right-hand side of (17). For example, consider the following model of competing annual plants with a seed bank:

\begin{equation}
x_{i,t+1} = g_i x_t^i \exp \left( y_i - \sum_{j=1}^{k} C_{ij} x_j^i \right) + (1 - g_i) s_i x_t^i,
\end{equation}

where $x_t^i$ is the density of seeds for species $i$, $g_i$ is the fraction of seeds of species $i$ germinating each year, $\exp(y_i)$ is the yield of a germinating seed of species $i$ in the absence of competition, $s_i \in [0,1]$ is the annual seed survivorship probability of species $i$, and $C_{ij} > 0$ is the competitive effect of germinated individuals of species $j$ on germinated individuals of species $i$. Applying Theorem 5.1 yields the following corollary.

COROLLARY 5.2. Let $C_{ij} > 0$ and $y_i > 0$ for all $i,j$. If there exist $p_i > 0$ such that

\begin{equation}
\sum_{i=1}^{m} p_i \left( y_i - \sum_{j=1}^{m} C_{ij} \hat{x}_j \right) > 0
\end{equation}

for every equilibrium $\hat{x} \in S_0$, then there exists $\tilde{y} \in (0,1)$ such that the annual plant model (19) is permanent for all $g \in (\tilde{y},1)^m$.

Proof. To apply Theorem 5.1, we need to verify that the annual plant model (19) is dissipative. Define $\tilde{c} = \min_i C_{ii}$, and $\tilde{y} = \max_i y_i$. As $z \exp(\tilde{y} - \tilde{c} z) \leq \exp(\tilde{y} - 1)/\tilde{c} =: a$ for all $z \geq 0$, we have

\begin{equation}
g_i x_t \exp \left( y_i - \sum_{j=1}^{k} C_{ij} g_j x_j \right) \leq g_i x_t \exp \left( y_i - C_{ii} g_i x_t \right) \leq a
\end{equation}

for all $x \in [0,\infty)^m$. Define $\tilde{b} = \min_i (1 - g_i) < 1$.

Let $x_t$ be a solution to the annual plant model (19) and let $\tilde{x}_t$ be a solution to the linear difference equation

$$
\tilde{x}_{t+1} = a(1,1,\ldots,1)^T + b \tilde{x}_t
$$

with $\tilde{x}_0 = x_0$. We claim that $\tilde{x}_t^i \geq x_t^i$ for all $t \geq 0$ and $i$. By assumption, these inequalities hold for $t = 0$. Now assume that they hold for some $t \geq 0$. Then inequality (20) and our choice of $b$ implies

$$
x_{t+1}^i \leq a + b a_t^i \leq a + b \tilde{x}_t^i = \tilde{x}_{t+1}^i.
$$

Since \( \lim_{t \to \infty} \tilde{x}_t^i = a/(1 - b) < \infty \) for all $i$, it follows that the global attractor of the annual plant model (19) lies in the cube $[0,a/(1 - b)]^k$ and the system is dissipative as claimed. \( \square \)
5.2. Competitive metacommunities. Metacommunities are “populations of communities” in which interacting species live in a finite number $k$ of patches coupled by dispersal. Here we consider a Lotka–Volterra metacommunity with two competing species. Let $x^i_t = (x^i_1, \ldots, x^i_k)$ denote the row vector of populations abundances in the different patches for species $i$ at time $t \in \mathbb{N}$. Let $B^j$ be a $2 \times 2$ matrix with positive entries representing the competition coefficients in patch $j$, and let $c^j$ be a positive $2 \times 1$ vector representing intrinsic rates of growth in patch $j$. For each species $i$, let $D^i = (d^i_{j\ell})_{1 \leq j, \ell \leq k}$ be a column stochastic matrix whose $j, \ell$th entry corresponds to the fraction of individuals of species $i$ in patch $\ell$ that disperse to patch $j$. Define the fitness of the species $i$ in patch $j$ as a function $f^i_j$ of the density defined, for each $x \in \mathbb{R}_+^{2k}$, by

$$f^i_j(x) = \exp \left( - \sum_h B^j_{ih} x^{hj} + c^j_i \right).$$

Under these assumptions, the metapopulation dynamics are

$$x^i_{t+1} = x^i_t \text{diag} \left\{ f^i_1(x_1), \ldots, f^i_k(x_k) \right\} D^i. \tag{21}$$

While Corollary 3.7 provides a characterization of robust permanence for the dynamics of (21), evaluating $r_2(\mu)$ for ergodic measures is, in general, challenging. However, using a perturbation result and the averaging property of Lotka–Volterra difference equations, we can prove the following result.

**Theorem 5.3.** Assume $D^i$ are primitive and sufficiently close to the identity matrix, i.e., $d^i_{jj} \approx 1$ for all $i, j$. Then the model (21) is robustly permanent if

$$\max_j c^j_1 - B^i_{12}c^j_2/B^i_{22} > 0 \text{ and } \max_j c^j_2 - B^i_{21}c^j_1/B^i_{11} > 0$$

and not permanent if one of the inequalities is reversed.

The conditions for robust permanence correspond to each competitor being able to invade the equilibrium determined by the other competitor in some patch when the dynamics are not coupled by dispersal. This simple condition holds despite the dynamics of each competitor potentially being chaotic.

The proof of Theorem 5.3 follows from Corollary 3.7 and the following lower bound for the $r_2(\mu)$. To this end, define $S^i_0 = \{ x \in \mathbb{R}_+^{2k} : \|x^i\| = 0, l \neq i \}$ the set where only population $i$ is present.

**Proposition 5.4.** For species 1 and for any $\varepsilon > 0$, there exists $\delta_0 > 0$ such that if $D^i_t \in (\delta_0, 1]$ for all $i, j$, then

$$r_2(\mu) \geq \max_j c^j_1 - B^i_{12}c^j_2/B^i_{11} - \varepsilon$$

for all invariant measures $\mu$ of (21) supported by $S^i_0$.

**Proof.** To prove Proposition 5.4, we need the following well-known lemma (see, for example, [3, Lemma 1.18]).

**Lemma 5.5.** If $(a_t)_{t \geq 0}$ is a sequence of real numbers such that $\sup_{t \geq 0} \frac{a_t}{t} < \infty$, and $a_{t+s} \geq a_t + a_s$ for all $t, s \in \mathbb{N}$, then

$$\lim_{t \to \infty} \frac{1}{t} a_t = \sup_{t \geq 0} \frac{1}{t} a_t.$$
Fix \( \varepsilon > 0 \). Since \( \lim_{x \to -\infty} x \exp(-B_{11}^t x + c_j^1) = 0 \) for all \( j = 1, \ldots, k \), there exists \( N > 0 \) large enough such that the set

\[
\Gamma := \{ x \in S_0^1 : x^{ij} \leq N \text{ for all } j \}
\]

is one-step absorbing for the dynamics of (21) restricted to \( S_0^1 \), i.e., for all \( x_0^1 \in S_0^1 \), \( x_1^t \in \Gamma \). Denote \( (y_0)_t \geq 0 \) the solution of

\[
y_{1t+1} = y_1^t \operatorname{diag} \{ f_1^1(y_1), \ldots, f_k^1(y_1) \}, \quad y_0 \in S_0^1, \\
y_{2t+1} = y_2^t \operatorname{diag} \{ f_2^1(y_1), \ldots, f_k^1(y_1) \},
\]

etapopulation dynamics for species 1 without dispersal. Define \( j = \arg \max_{1 \leq i \leq k} \{ c_j^2 - B_{21}^2 c_i^1 / B_{11}^2 \} \). The unique positive fixed point of the map \( x \mapsto x \exp(-B_{11}^t x + c_j^1) \) is \( c_j^1 / B_{11}^2 \). Hence the averaging property of Lotka–Volterra difference equation implies that

\[
\lim_{t \to \infty} \frac{1}{t} \sum_{s=0}^{t-1} \log f_j^2(y_s) = \begin{cases} c_j^2 - B_{21}^2 c_i^1 / B_{11}^2 & \text{if } y_0^{ij} = 0, \\
\text{otherwise.} & \end{cases}
\]

On the other hand, [27, Theorem 1] implies that

\[
\inf_{x \in \Gamma} \left\{ \lim_{t \to \infty} \frac{1}{t} \sum_{s=0}^{t-1} \log f_j^2(x_s) : x_0 = x \right\} = \inf_{\mu \in \mathcal{M}_{\text{erg}}(\Gamma)} \int \log f_j^2 \, d\mu

= \sup_{t > 0} \inf_{x \in \Gamma} \left\{ \sum_{s=0}^{t-1} \log f_j^2(x_s) : x_0 = x \right\},
\]

where \( \mathcal{M}_{\text{erg}}(\Gamma) \) is the set of ergodic measures of the metapopulation dynamics (21) supported by \( \Gamma \). Hence, Lemma 5.5 applied to the sequence \( \{ \inf_{y \in \Gamma} \sum_{s=0}^{t-1} \log f_j^2(y_s) \}_{t \geq 0} \) and equalities (22) imply that there exists \( T' > 0 \) such that, for all \( t > T' \),

\[
\frac{1}{t} \sum_{s=0}^{t-1} \log f_j^2(y_s) > c_j^2 - B_{21}^2 c_i^1 / B_{11}^2 - \frac{\varepsilon}{4}
\]

for all \( y_0 \in \Gamma \), and Lemma 5.5 applied to the sequence \( \{ \inf_{x_0 \in \Gamma} \sum_{s=0}^{t-1} \log f_j^2(x_s) \}_{t \geq 0} \) and (23) imply that there exists \( T'' > 0 \) such that

\[
\lim \inf_{t \to \infty} \frac{1}{t} \sum_{s=0}^{t-1} \log f_j^2(x_s) > \frac{1}{t} \sum_{s=0}^{t-1} \log f_j^2(x_s) - \frac{\varepsilon}{4}
\]

for all \( t > T'' \) and \( x_0 \in \Gamma \).

Define \( T = \max\{ T', T'' \} \). By continuity of the functions \( f_1^1, f_2^1 \) for \( l = 1, \ldots, k \), there exists \( \eta > 0 \) such that, whenever \( |D_{jj}^t - 1| \leq \eta \) for all \( i, j \),

\[
\frac{1}{T} \sum_{s=0}^{T-1} \log f_j^2(x_s) > \frac{1}{T} \sum_{s=0}^{T-1} \log f_j^2(y_s) - \frac{\varepsilon}{4}
\]

for \( y_0 = x_0 \in \Gamma \).
Choose $\delta < \eta$ such that $|\log(1 - \delta)| < \frac{\varepsilon}{4}$. Then

$$r_2(x) = \limsup_{t \to \infty} \frac{1}{t} \log \|A_2(x_0) \ldots A_2(x_{t-1})\| \geq \log(1 - \delta) + \limsup_{t \to \infty} \frac{1}{t} \log \|B_2(x_0) \ldots B_2(x_{t-1})\|$$

$$\geq \limsup_{t \to \infty} \frac{1}{t} \sum_{s=0}^{t-1} \log f^2_s(x_s) - \frac{\varepsilon}{4}$$

$$\geq \liminf_{t \to \infty} \frac{1}{t} \sum_{s=0}^{t-1} \log f^2_s(x_s) - \frac{\varepsilon}{2}$$

$$\geq \frac{1}{T} \sum_{s=0}^{T-1} \log f^2_s(x_s) - \frac{3\varepsilon}{4}$$

$$\geq c_2 - B_{21} c_1 / B_{11} - \varepsilon$$

for all $x_0 = y_0 \in \Gamma$.

### 5.3. An SIR epidemic model.

A fundamental model in epidemiology is the SIR model, where $S$ is the density of individuals susceptible to the disease, $I$ is the density of infected individuals, and $R$ is the density of removed individuals [1]. If individuals die at a constant rate $m$ and encounter one another at the contact rate $\beta$, then a discrete-time version of this model is

\begin{align*}
S_{t+1} &= f(S_t + I_t + R_t)(S_t + I_t + R_t) + e^{-m-\beta I_t} S_t, \\
I_{t+1} &= e^{-m} S_t (1 - e^{-\beta I_t}), \\
R_{t+1} &= e^{-m} (I_t + R_t),
\end{align*}

(27)

where $f$ is a continuous function describing reproduction that we assume satisfies

\begin{equation}
\limsup_{y \to \infty} f(y) < 1 - e^{-m},
\end{equation}

(28)

which guarantees the existence of the global compact trapping region $S_A$ in assumption H3.

Let $N = S + I + R$ be the total population size. Then (27) is equivalent to

\begin{align*}
N_{t+1} &= f(N_t) N_t + e^{-m} N_t, \\
I_{t+1} &= e^{-m} (N_t - I_t - R_t) (1 - e^{-\beta I_t}), \\
R_{t+1} &= e^{-m} (I_t + R_t)
\end{align*}

(29)

with the state space $\{ x \in \mathbb{R}^3_+ \mid x_1 \geq x_2 + x_3 \}$. Define

$$u(y) = \begin{cases} 
1 - e^{-\beta y} & \text{if } y > 0, \\
\frac{y}{\beta} & \text{if } y = 0.
\end{cases}$$
Then the SIR model (29) is of the standard form (4) with $m = 2$, $x^1 = N$, $x^2 = (I, R)$,
\begin{equation}
A_1(x) = f(N) + e^{-m}, \quad A_2(x) = \begin{pmatrix}
e^{-m}(N - I - R)u(I) & e^{-m} \\
0 & e^{-m}
\end{pmatrix}
\end{equation}
and extinction set $S_0 = \{(N, I, R) \in \mathbb{R}^3_+ : I = R = 0\}$. The dynamics on $S_0$ are given by
\begin{equation}
N_{t+1} = [f(N_t) + e^{-m}] N_t.
\end{equation}
While the matrix $A_2(x)$ is not irreducible, we can use Remark 3.4 and decompose it into irreducible components, $A_2^1(x) = (e^{-m}(N - I - R)u(I))$ and $A_2^2(x) = (e^{-m})$. In particular, for any invariant probability measure $\mu$, we have
\begin{align*}
r_1(\mu) &= \int \log(f(N) + e^{-m}) \mu(dNdIdR), \\
r_2(\mu) &= \max \left\{ \int \log(e^{-m}(N - I - R)u(I)) \mu(dNdIdR), -m \right\}.
\end{align*}
Let us assume that the population persists in the absence of the disease, i.e., $r_1(0) = \ln(f(0) + e^{-m}) > 0$. Theorem 3.6 implies that there is a positive global attractor $M_2 \subset \mathbb{R}_+ \times \{0\} \times \{0\}$ for the SIR dynamics restricted to $\mathbb{R}_+ \times \{0\} \times \{0\}$. It follows that $\{M_1 = \{(0, 0, 0)\}, M_2\}$ is a Morse decomposition of $S_0$. As $r_1(0) > 0$ by assumption, Theorem 3.6 implies robust permanence if $\int \log((N - I - R)u(I)) \mu(dNdIdR) > m$ for all invariant probability measures $\mu$ with support in $M_2$. As a particular case, consider $f$ to be of the form $f(x) = 1/(1 + cx)$ for some constant $c > 0$. $f$ satisfies (28) and $1 + f'(x) > 0$ for all $x \geq 0$. This implies that forward orbits of (31) always converge to the globally stable equilibrium $\bar{x} := (1/c)(1/\sqrt{1 - e^{-m}} - 1)$. Thus, in this case, $M_2 = \{\bar{x}\}$, and (29) is robustly permanent if $(e^{-m3}/c)(1/\sqrt{1 - e^{-m}} - 1) > 1$.
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